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Abstract The paper presents a collection of results on continuous dependence for solutions to nonlocal
problems under perturbations of data and system parameters. The integral operators appearing in the
systems capture interactions via heterogeneous kernels that exhibit different types of weak singularities,
space dependence, even regions of zero-interaction. The stability results showcase explicit bounds involving
the measure of the domain and of the interaction collar size, nonlocal Poincaré constant, and other param-
eters. In the nonlinear setting the bounds quantify in different Lp norms the sensitivity of solutions under
different nonlinearity profiles. The results are validated by numerical simulations showcasing discontinuous
solutions, varying horizons of interactions, and symmetric and heterogeneous kernels.

1 Introduction

The third condition of Hadamard well-posedness, continuous dependence on data, is important for several
reasons in mathematical models. From an application standpoint, whenever data is based on physical
observations it is expected to have some associated measurement errors, due either to inaccessibility or
prohibitive costs. A system where solutions depend continuously on the given data will ensure that the
values of the approximated solution can be found in a close range near the exact solution. In fact, it is
desirable to obtain explicit bounds that quantify the effect that noise or small perturbations in data or
parameters of the system can have on solutions. In numerical simulations, a decrease in the mesh spacing
is anticipated to lead to better approximations of the exact solution at a prescribed rate (i.e., numerical
convergence). However, numerical convergence theorems in general apply only to well-posed mathematical
problems, meaning that continuous dependence of the solution on the data is a necessary (although not
sufficient) condition for numerical convergence.

We will conduct these stability studies in the nonlocal framework which has generated interest due to its
capability to handle discontinuities, both in the input functions themselves, as well as in the domains where
the equations are posed. The operators have an integral form which collect information in a neighborhood of
a point through a kernel of interaction. Nonlocal interactions in a variety of applications have been expressed
through different operators (single, or double convolution-type operators), for which results connecting the
local and nonlocal frameworks have been established [2,4,11,16,25,26,28,29].
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The results here are formulated on a bounded domain Ω, with the linear systems involving a nonlocal
Laplacian operator:

Lµu(x) =

ˆ
Rn

(u(y)− u(x))µ(x, y)dy, x ∈ Ω, (1.1)

where the kernel µ(x, y) that records the interaction between points x and y is chosen to be nonnegative and
integrable (in order to allow “rough” inputs). In peridynamics, the kernel is usually chosen to be symmetric,
though for the purposes of this paper, we allow the kernel to be heterogeneous. The kernel allows an added
degree of flexibility in applications, so for different profiles we obtain different dynamics. At a theoretical
level, the selection of a weakly singular function (vs. a highly singular one) allows discontinuous solutions,
while the availability of mathematical tools (such as compactness theorems) is highly reduced. While a
growing literature dedicated to nonlocal Laplacians of this form establishes growing connections between
classical and elliptic-type properties [14], investigations regarding continuous dependence have been more
scarce. Several studies focus on nonlocal models which include fractional operators (where kernels have
nonintegrable singularity); we summarize some of the results below. Sensitivity on system parameters
(such as operator coefficients) has been explored for systems in [7] and [31]. Continuous dependence on
initial conditions for nonlinear fractional convection-diffusion was studied in [3] and for nonlinear nonlocal
diffusion in [6]. The latter also includes some continuous dependence on boundary conditions. The paper [9]
includes results on stability for boundary or initial data, where the nonlocal operator is also nonlinear. In
[10] the focus is on a fractional porous medium equation and shows an explicit dependence of the solution
on a power of solution, fractional derivative, and initial conditions.

For operators with the structure (1.1), the authors of [7] show sensitivity with respect to some kernel
parameters (such as the size of the support of µ and its order of singularity s). A second-order evolution
model inspired from the theory of peridynamics is considered in [9], where µ is a nonintegrable kernel
(µ(x, y) = |y − x|−n−2s with s > 0), and for which the authors show continuity of solutions with respect
to initial data. Both papers [7] and [9] treat the continuous dependence only in the linear setting. To our
knowledge, this is the first paper that includes a comprehensive analysis of dependence on boundary data,
external forcing, kernel, as well as some certain types of nonlinearities, where the nonlocal interactions are
modeled through weakly singular (i.e. integrable) kernels.

The stability results of the paper are provided as estimates of the form

‖u2 − u1‖X ≤ C‖b2 − b1‖Y

for some C > 0, with appropriate norms X and Y , and where bi denotes data such as the forcing term,
boundary data, or the kernel of the nonlocal operator. It is worth noting that simple examples show that,
in general, continuity with respect to data may fail even in the setting of local linear elliptic operators.
Indeed, consider Hadamard’s example [18] for the classical Laplace equation. The system:{

uxx + uyy = 0, x ∈ R, y > 0

u(x, 0) = 0, uy(x, 0) = 0, x ∈ R

admits only the solution v(x, y) = 0. Under a small perturbation in the boundary conditions, however, the
system  unxx + unyy = 0, x ∈ R, y > 0

un(x, 0) = 0, uny (x, 0) =
1

n
sin(nx), x ∈ R,

where n ∈ N, admits solutions un(x, y) =
1

n
e−
√
n sin(nx) sinh(ny) of unbounded magnitude as n→∞.

In many physical models the nonlocality is exhibited through heterogeneous kernels µ(x, y). Most com-
monly, µ(x, y) = µ̃(|x − y|), with µ̃ a decreasing function with respect to the distance |x − y| between
particles. However, if material properties change with the position, one may require an interaction function
of the form µ(x, y) = µ̃(x, |x − y|), or of even a more general structure. For example, in geophysics models
(see [27] and references within) or medical imaging [32], nonlocal variable fractional operators contain a
(nonintegrable) kernel of the form

µ(x, y) =
1

|y − x|s(x)
.

The nonlocality manifests through the kernel, and also through the boundary conditions which, for the
well-posedness of the system, must be imposed on sets of positive measure (often referred to as “collars”,
when they surround the domain Ω). As experimental data is usually measured only on surfaces, the nonlocal
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problems raise an additional difficulty as data has to be (artificially) produced on the volumetric boundary;
this is related to the “skin effect”, see [17] for a discussion. Continuous dependence results that quantify the
role that variations in boundary conditions have on solutions would alleviate this problem in the nonlocal
framework.

The nonlinear setting brings in additional complexities, especially in the nonlocal realm, where classical
results (e.g. compactness or embedding theorems, chain rule) are not available. We are able, however,
to show stability results for Lu = f(u) for specific nonlinearities f , as well as for equations of the type
L(h(u)) = f , where h satisfies a lower bound and possesses an invertability property.

The arguments of the paper rely on: (i) the convolution structure of the integral operators and ensuing
properties (such as weighted-mean value formulas, convolution inequalities); (ii) energy-type arguments
enabled by the availability of nonlocal versions of integration by parts theorems, as well as Poincaré in-
equalities, and upper bounds for the Poincaré constant [12]; (iii) estimates that involve the (shrinking) size
of the collar Γ .

At the numerical level we conduct investigations that validate the bounds obtained theoretically. Dif-
ferent profiles for forcing terms are considered (sinusoidal, sigmoid), boundary data that is discontinuous
on the collar, kernels that affect their solutions through different singularities and types of heterogeneities.
In the nonlinear case, we perform simulations for varying parameters that control the nonlinearity versus
the linear part of the forcing.

1.1 Contributions of this paper

As mentioned above, the paper aims to provide groundwork studies, both theoretical and numerical, in
stability of solutions to nonlocal systems. More precisely,

• We identify exact dependence of solutions on external forcing and boundary data (through Lp estimates)
with two different type of arguments: mean value type theorems and energy estimates.

• We produce sensitivity studies for nonlocal models with heterogeneous kernels. In comparison to the
integration by parts formula as in [4,19], the heterogeneities bring forth additional terms in integration
by parts arguments, for which additional estimates have to be obtained. In particular, one can extract
dependence on the horizon size δ and the degree of (weak) singularity (which were first obtained in [9]);

• For specific nonlinearities we are able to quantify the sensitivity of the solutions to the nonlocal system
with respect to the size of the nonlinearity.

• The numerical studies performed include simulations with discontinuous forcing, discontinuous data
on the collar, different types of kernels (symmetric with varying singularity and various heterogeneous
ones), as well as nonlinear forcing terms. We investigate the stability of the bounds for the continuous
dependence, and the relationship with the theoretical bounds which involve nonlocal Poincaré constant
(estimated using the arguments of [12].

1.2 Outline of the paper

Section 2 of the paper contains preliminaries needed for the proofs, including a list of the main assumptions
for the kernel and tools for analysis (such as inequalities and integration by parts). With the background
material available, in Section 3 we prove several results on continuous dependence and stability in the linear
setting. We consider the nonlinear setting in Section 4 and give various proofs of continuous dependence
and stability in the nonlinear setting where we consider nonlinear Laplacian operators, as well as semilinear
problems with Lipschitz forcing terms. Section 5 presents numerical studies that validate the results from
Sections 3 and 4.

2 Preliminaries and setup

2.1 The setting of nonlocal operators; assumptions and notation

The results of this paper are set in the framework of nonlocal operators, of which the ones needed are
introduced below. The operators are kernel-dependent, which measures the interaction between particles.
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As in [11], for functions u : Rn → R and α, µ, v : Rn×Rn → R, we define the nonlocal gradient with kernel
α as the two-point operator

Gαu(x, y) := [u(y)− u(x)]α(x, y), x, y ∈ Rn.

The nonlocal Laplacian with kernel µ is given by

Lµu(x) :=

ˆ
Rn

(u(y)− u(x))µ(x, y)dy, x ∈ Rn.

For symmetric kernels (µ(x, y) = µ(y, x)) one can write Lµu = Dα(Gαu), where the nonlocal divergence of
a two-point function is given by

Dαv(x, y) :=

ˆ
Rn
v(x, y)α(x, y)− v(y, x)α(y, x) dy,

in which case µ(x, y) = α2(x, y).
Most results of the paper apply for a large class of heterogeneous kernels µ (including anisotropic). In

the most basic case we will impose the assumption:
(M1) µ is nonnegative and µ ∈ L1(Rn ×Rn).
The domain Ω ⊆ Rn (open, bounded set) is surrounded by a collar set Γ that has to be chosen

appropriately. More precisely, given a kernel µ, we will impose that the collar satisfies the condition:
(M2) The domain Ω (open, bounded set) is surrounded by a collar set Γ such that⋃

x∈Ω
supp µ(x, ·) \Ω ⊆ Γ.

Note that we allow x ∈ Ω such that µ(x, ·) may not have bounded support.
The coercivity given by the Poincaré inequality (see Lemma 2.5 below) will also need the following lower

bound for the kernel in an anulus around the origin. More precisely, for each 0 < ε < δ, set

Aε,δ(x) := {Bδ(x) | |y − x| > ε}.

The following are the primary assumptions that we will use.
(M3) There exists 1 ≤ p <∞, µ0 > 0, and 0 < ε < δ such that

µ(x, y) ≥ µ0
|y − x|p , for all x ∈ Ω and y ∈ supp µ(x, ·) ∩Aε,δ(x). (2.1)

Our last assumptions require integrability for the x- and y-slices of the kernel.
(M4) For non-symmetric kernels assume:

(i) For a.e. y ∈ Rn, suppose that µ(·, y) ∈ L1(Rn).
(ii) For a.e. x ∈ Rn, suppose that µ(x, ·) ∈ L1(Rn).

Under this assumption we may introduce the auxiliary functions

γµ(y) := ‖µ(·, y)‖L1(Rn) and λµ(x) := ‖µ(x, ·)‖L1(Rn) (2.2)

and Mµ,p := ‖γµ‖1/pL∞(Rn)‖λµ‖
1−1/p
L∞(Rn). Notice that if µ is symmetric then γµ(y) = λµ(x) for x = y and

Mµ,p = ‖λµ‖L∞(Rn).

In applications such as peridynamics [28], a prototypical kernel is given by

µ(x, y) :=


1

|x− y|β
, |x− y| < δ

0, |x− y| ≥ δ,
(2.3)

where the parameter δ > 0 is called horizon of interaction. For this kernel, the integrability assumption in
(M1) is satisfied if 0 ≤ β < n.

Define the symmetric and antisymmetric parts of µ by

µsym(x, y) := 1
2 [µ(x, y) + µ(y, x)] and µasym(x, y) := 1

2 [µ(x, y)− µ(y, x)]. (2.4)

We observe that µsym ≥ 0, by assumption (M1). For brevity, we may use

Lsym = Lµsym and Gsym = G√µsym
. (2.5)

Clearly, µ = µsym + µasym and L = Lsym + Lasym.
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2.2 Tools for analysis

Some of the proofs below will employ the “almost” convolution structure of the operator. The results in
our paper do not require µ(x, y) = µ(x−y), a feature which is amenable to convolution operators. However,
a generalization of Young’s inequality for this type of more general kernel is available through the following
lemma. The following Young’s-type inequality is extracted from [23].

Lemma 2.1. Let 1 < p < ∞ be given, and suppose that γµ, λµ ∈ L∞(Rn). For each v ∈ Lp(Ω ∪ Γ ), define

Tv : Rn → Rn by

Tv(x) =

ˆ
Ω∪Γ

v(y)µ(x, y)dy.

Then Tv ∈ Lp(Ω) and

‖Tv‖Lp(Ω) ≤Mµ,p‖v‖Lp(Ω∪Γ ). (2.6)

The nonlocal Laplacian with rotationally symmetric kernel satisfies a list of elliptic-type properties
[14, Prop 3.1], some of which will be generalized and employed here. The following equality, obtained for
convolution kernels in [14], is a simple consequence of the definition of the nonlocal Laplacian and it will
be used in several proofs below:

Lemma 2.2. Let u : Ω ∪ Γ → R be measurable. Then if µ satisfies (M1) and Lµu = f in Ω, we have the

following property

u(x) =
1

‖µ‖L1(Rn×Rn)

ˆ
Rn
u(y)µ(x, y)dy − 1

‖µ‖L1(Rn×Rn)
f(x), x ∈ Ω. (2.7)

Note that if ‖µ‖L1(R×R) = 1 (e.g. convolution kernels that are probability distributions) and f(x) = 0, then u

satisfies the weighted mean value property:

u(x) =

ˆ
R
u(y)µ(x, y)dy, x ∈ Ω.

As key tools for the proofs of our main results we will employ nonlocal versions for integration by parts
and a Poincaré-type inequality.

Lemma 2.3. Let u, v : Ω ∪ Γ → R be measurable. Then

ˆ
Ω∪Γ

Lµu(x)v(x)dx = −
ˆ
Ω∪Γ

ˆ
Ω∪Γ

Gsymu(x, y)Gsymv(x, y)dydx+

ˆ
Ω∪Γ

ˆ
Ω∪Γ

u(y)v(x)µasym(x, y)dydx

Proof. We begin by trivially extending u, v by zero to Rn. Then

ˆ
Ω∪Γ

Lµu(x)v(x)dx =2

ˆ
Rn

ˆ
Rn

[u(y)− u(x)]v(x)µsym(x, y)dydx+ 2

ˆ
Rn

ˆ
Rn

[u(y)− u(x)]v(x)µasym(x, y)dydx

=−
ˆ
Rn

ˆ
Rn

[u(y)− u(x)][v(y)− v(x)]µsym(x, y)dydx+

ˆ
Rn

ˆ
Rn
u(y)v(x)µasymdydx.

Recalling that u = v = 0 on Rn \ (Ω ∪ Γ ) establishes the lemma.

Lemma 2.4. Let a measurable function ν : Rn ×Rn ∪ Γ → R. Each of the following holds:

(a) Suppose ν satisfies both parts of assumption (M4) and that γν , λν ∈ L∞(Rn). Given Hölder conjugate expo-

nents 1 < p, q <∞, u ∈ Lp(Ω), and v ∈ Lq(Ω ∪ Γ ), we have

ˆ
Ω

ˆ
Ω∪Γ

|u(y)||v(x)||ν(x, y)|dydx ≤Mν,p‖u‖Lp(Ω)‖v‖Lq(Ω∪Γ ).

(b) Suppose that ν ∈ L2(Rn ×Rn). Given u ∈ L2(Ω) and v ∈ L2(Ω ∪ Γ ), we have

ˆ
Ω

ˆ
Ω∪Γ

|u(y)||v(x)||ν(x, y)|dydx ≤ ‖ν‖L2(Rn×Rn)‖u‖L2(Ω)‖v‖L2(Ω∪Γ ).
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Proof. Part (a) is a direct consequence of Hölder’s inequality and Lemma 2.1. We write

ˆ
Ω

ˆ
Ω∪Γ

|u(x)||v(y)||ν(x, y)|dydx ≤
ˆ
Ω

|u(x)|
(ˆ

Ω∪Γ
|v(y)||ν(x, y)dy

)
dx

≤‖u‖Lp(Ω)

(ˆ
Ω

(ˆ
Ω∪Γ

|v(y)||ν(x, y)|dy
)q

dx

) 1
q

≤Mν,q‖u‖Lp(Ω)‖v‖Lq(Ω∪Γ ).

For part (b), we use Minkowski’s integral inequality instead of Lemma 2.1, followed by Hölder’s inequal-
ity to get

ˆ
Ω

ˆ
Ω∪Γ

|u(x)||v(y)||ν(x, y)|dydx ≤‖u‖L2(Ω)

(ˆ
Ω

(ˆ
Ω∪Γ

|v(y)||ν(x, y)|dy
)2

dx

) 1
2

≤ ‖u‖L2(Ω)

ˆ
Ω∪Γ

(ˆ
Ω

|v(y)|2|ν(x, y)|2dx
) 1

2

dy

≤ ‖ν(x, y)‖L2(Rn×Rn)‖u‖L2(Ω)‖v‖L2(Ω∪Γ ),

which gives the conclusion.

A critical tool for obtaining estimates for solutions to nonlocal problems is the nonlocal Poincaré in-
equality, which can be found in several papers (see for example [1], [4], [21], [24]). For our results we will
need upper bounds for the Poincaré constant CP , which can be obtained from [12, Example 3.2].

Lemma 2.5. [12] Let 1 ≤ p < ∞, 0 < ε < δ, and an open set Z ⊆ A(ε, δ) := {x ∈ Rn| ε < |x| < δ} be given.

Set Γ := ∪x∈Ω(x+ Z) \Ω. If u is a measurable function over Ω and u = 0 a.e. on Γ , then

ˆ
Ω

|u(x)|pdx ≤ diam(Ω)p

m(Z)

ˆ
Ω

ˆ
Z

|u(x+ z)− u(x)|p

‖z‖pRn
dzdx, (2.8)

where m(Z) is the measure of Z.

In particular, under assumption (M3) and with Z := suppµ ∩A(ε, δ) we obtain

ˆ
Ω

|u(x)|pdx ≤ CP
ˆ
Ω

ˆ
suppµ

|u(x+ z)− u(x)|pµ(x, x+ z)dzdx, (2.9)

where CP :=
diam(Ω)p

µ0m(Z)
.

Remark 2.6. For the numerical results in §5, it will be useful to know the optimal (smallest) Poincaré
constant CP in (2.9) for p = 2 and µ(x, y) = 3δ−3 on Ω = (0, 1). As diam(Ω)2 = 1, to minimize CP we must
maximize µ0m(Z). From Assumption (M3) we know there exists a µ0 > 0 such that

3

δ3
= µ(z) ≥ µ0

|z|p , z ∈ supp µ ∩A(ε, δ) = A(ε, δ).

The largest µ0 results when z is the smallest value in its range, thus µ0 = ε2µ(z) for p = 2. Note that m(Z)
is maximized when the measure of Z is the largest, so m(Z) = 2(δ − ε). The product µ0m(Z) becomes
3δ−3ε22(δ − ε), which achieves a maximal value when ε = 2δ/3, and thus the optimal CP = 9/8.

The above conditions guarantee well-posedness of solutions for the linear problems, as well as some
nonlinear problems, as shown in [15].

3 Continuous dependence of the nonlocal boundary value problem in the linear setting

In this section we investigate stability of solutions for the nonlocal Poisson problem{
Lµu(x) = f(x), x ∈ Ω,
u(x) = g(x), x ∈ Γ, (3.1)

under perturbations of the data f, g, as well as of the kernel µ. Although the setting is linear for now, some
of the methods will extend to the nonlinear setting, which is considered in Section 4.
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3.1 Stability with respect to the forcing term

We begin by proving a stability result for solutions under perturbations of the forcing term by using the
mean-value type property.

Theorem 3.1. Consider the nonlocal Poisson equations:{
Lµui(x) = fi(x), x ∈ Ω,
ui(x) = g(x), x ∈ Γ. (3.2)

for i = 1, 2. Given p ∈ [1,∞] and q = 2p
2p−1 and assume the kernel µ is symmetric and satisfies (M1) and (M2),

and in addition, µ ∈ Lq(Rn ×Rn). Further let Ω satisfy

m(Ω)
1
2p
‖µ‖Lq(Rn×Rn)
‖µ‖L1(Rn×Rn)

< 1. (3.3)

Then,

‖u2 − u1‖L2p(Ω) ≤ C1‖f2 − f1‖L2p(Ω),

where the constant C1 above is given by

C1 :=
1

2
(
‖µ‖L1(Rn×Rn) −m(Ω)

1
2p ‖µ‖Lq(Rn×Rn)

) . (3.4)

Proof. Using Lemma 2.1 and assumptions (M1)–(M2) for µ, we can rewrite (3.2) as

ui(x) =
1

‖µ‖L1(R)

ˆ
Ω∪Γ

ui(y)µ(x, y)dy − 1

‖µ‖L1(R)
fi(x).

Then, since µ(x, y) = µ(y − x), and u1 = u2 in Rn \Ω (where we used the fact that u1 = u2 = g on Γ and
we extended all functions trivially by zero outside Rn \Ω), we have for all x ∈ Rn that

|(u2 − u1)(x)| ≤ 1

‖µ‖L1(Rn×Rn)
|(u2 − u1) ∗ µ(x)|+ 1

‖µ‖L1(Rn×Rn)
|(f2 − f1)(x)|.

Taking the Lr(Rn) norm of each side and using Young’s convolution inequality (with
1

r
+ 1 =

1

p
+

1

q
, 1 ≤

p, q, r ≤ ∞) on the first term, and the fact that u2 − u1 = f2 − f1 = 0 on Rn \Ω we obtain

‖u2 − u1‖Lr(Ω) ≤
‖µ‖Lq(Rn×Rn)
‖µ‖L1(Rn×Rn)

‖u2 − u1‖Lp(Ω) +
1

‖µ‖L1(Rn×Rn)
‖f2 − f1‖Lr(Ω). (3.5)

Now let r = 2p, so q = 2p
2p−1 . Hence

‖u2 − u1‖L2p(Ω) ≤
‖µ‖Lq(Rn×Rn)
‖µ‖L1(Rn×Rn)

‖u2 − u1‖Lp(Ω) +
1

‖µ‖L1(Rn×Rn)
‖f2 − f1‖L2p(Ω). (3.6)

From Hölder’s inequality we have that

‖u2 − u1‖Lp(Ω) ≤ m(Ω)
1
2p ‖u2 − u1‖L2p(Ω),

so from (3.6) we obtain

‖u2 − u1‖L2p(Ω) ≤ m(Ω)
1
2p
‖µ‖Lq(Rn×Rn)
‖µ‖L1(Rn×Rn)

‖u2 − u1‖L2p(Ω) +
1

‖µ‖L1(Rn×Rn)
‖f2 − f1‖L2p(Ω).

Thus, under the assumption m(Ω)
1
2p
‖µ‖Lq(Rn×Rn)

‖µ‖L1(Rn×Rn)
< 1 we obtain

‖u2 − u1‖L2p(Ω) ≤
1

‖µ‖L1(Rn×Rn) −m(Ω)
1
2p ‖µ‖Lq(Rn×Rn)

‖f2 − f1‖L2p(Ω).
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Remark 3.2. Notice that this result usually requires a large collar in order for the condition (3.3) to hold.
Indeed, for a typical peridynamic kernel as given by (2.3), the condition (3.3) becomes

m(Ω) < δβ
2p

2p−1 ,

so for constant kernels (β = 0) we need to impose m(Ω) < 1. However, Theorem 3.1 does yield stability
results for all Lp norms with p ≥ 2. Additionally, as we will see in the sequel, the proof generalizes to
certain nonlinear problems (see Theorem 4.1). Next, with a similar argument, we establish an alternative
to the stability result above that replaces the m(Ω) constraint with a restriction on µ and allows for an
asymmetric component to the kernel. Alternatively, we can obtain a similar stability result (but only in
L2) by using an energy argument with no requirement on the size of the domain as in Theorem 3.5.

Theorem 3.3. Consider the nonlocal Poisson equations:{
Lµui(x) = fi(x), x ∈ Ω,
ui(x) = g(x), x ∈ Γ. (3.7)

for i = 1, 2. Let r ≥ 1. If (M1), (M2), and (M4) hold, we have

‖u2 − u1‖Lr(Ω) ≤ C2‖f2 − f1‖Lr(Ω).

The constant C2 above is given by

C2 :=
‖ 1λ‖L∞(Ω∪Γ )

1−Mµ,r‖ 1λ‖L∞(Ω∪Γ )

. (3.8)

Proof. From (3.7) we have

ui(x) =
1

λ(x)

ˆ
Ω∪Γ

ui(y)µ(x, y)dy − 1

λ(x)
fi(x) =

1

λ(x)

ˆ
Ω∪Γ

ui(y)µ(x, y)dy − 1

λ(x)
fi(x)

.
Subtracting the two solutions and taking the Lr norm, we have

‖u2 − u1‖Lr(Ω∪Γ )

≤
(ˆ

Ω∪Γ

∣∣∣∣ 1

λ(x)

(ˆ
Ω∪Γ

|(u2 − u1)(y)µ(x, y)| dy
)∣∣∣∣r dx)1/r

︸ ︷︷ ︸
=:I

+

(ˆ
Ω∪Γ

∣∣∣∣ 1

λ(x)
(f2 − f1)

∣∣∣∣r dx)1/r

︸ ︷︷ ︸
=:II

. (3.9)

We handle I first. By Hölder’s inequality with p, q ≥ 1 and 1
p + 1

q = 1 we have(ˆ
Ω∪Γ

∣∣∣∣ 1

λ(x)

(ˆ
Ω∪Γ

|(u2 − u1)(y)µ(x, y)| dy
)∣∣∣∣r dx)1/r

≤
(ˆ

Ω∪Γ

1

|λ(x)|pr
dx

)1/pr (ˆ
Ω∪Γ

∣∣∣∣ˆ
Ω∪Γ

|(u2 − u1)(y)µ(x, y)| dy
∣∣∣∣rq dx)1/rq

.

(3.10)

By Lemma 2.1, we have(ˆ
Ω∪Γ

∣∣∣∣ˆ
Ω∪Γ

|(u2 − u1)(y)µ(x, y)| dy
∣∣∣∣rq dx)1/rq

≤Mµ,rq‖u2 − u1‖Lrq(Ω∪Γ ).

Thus from (3.10), by letting q = 1 (so that rq = r and p =∞) and denoting by s the Hölder conjugate of r
(1
r + 1

s = 1) we have(ˆ
Ω∪Γ

∣∣∣∣ 1

λ(x)

(ˆ
Ω∪Γ

|(u2 − u1)(y)µ(x, y)| dy
)∣∣∣∣r dx)1/r

≤Mµ,r

∥∥∥∥1

λ

∥∥∥∥
L∞(Ω∪Γ )

‖u2 − u1‖Lr(Ω∪Γ ).

Next we handle II. By Hölder’s inequality and letting p =∞ and q = 1, we have

ˆ
Ω∪Γ

∣∣∣∣ 1

λ(x)
(f2 − f1)(x)

∣∣∣∣ dx ≤ ∥∥∥∥1

λ

∥∥∥∥
L∞(Ω∪Γ )

‖f2 − f1‖L1(Ω∪Γ ).
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Thus we have

‖u2 − u1‖Lr(Ω∪Γ ) ≤Mµ,r

∥∥∥∥1

λ

∥∥∥∥
L∞(Ω∪Γ )

‖u2 − u1‖Lr(Ω∪Γ ) +

∥∥∥∥1

λ

∥∥∥∥
L∞(Ω∪Γ )

‖f2 − f1‖L1(Ω∪Γ ),

which we can rewrite as

‖u2 − u1‖Lr(Ω∪Γ ) ≤
‖ 1λ‖L∞(Ω∪Γ )

1−Mµ,r‖ 1λ‖L∞(Ω∪Γ )

‖f2 − f1‖L1(Ω∪Γ ).

Remark 3.4. Notice that the restriction 1−Mµ,r‖ 1λ‖L∞(Ω∪Γ ) > 0 can not be satisfied by kernels µ radially
symmetric and positive, as:

‖γ‖1/pL∞(Rn)‖λ‖
1−1/p
L∞(Rn)

∥∥∥∥1

λ

∥∥∥∥
L∞(Ω∪Γ )

= ‖λ‖L∞(Rn)

∥∥∥∥1

λ

∥∥∥∥
L∞(Ω∪Γ )

≥ 1.

However, one can generate simple examples of kernels that fit this restriction. For example, let p = 2,
n = 1, 0 < a < b and assume that Ω = (a, b). Let µ(x, y) = x on Bδ(x). Then we have

‖γ‖1/2L∞(Rn)‖λ‖
1/2
L∞(Rn)

∥∥∥∥1

λ

∥∥∥∥
L∞(Ω∪Γ )

=

(
max

y∈(x−δ,x+δ)

ˆ b

a

|x|dx

) 1
2
(

max
x∈(a,b)

ˆ x+δ

x−δ
|x|dy

) 1
2
(

max
x∈(a,b)

1´ x+δ
x−δ |x|dy

)

=

(
max

y∈(x−δ,x+δ)

(
b2

2
− a2

2

)) 1
2
(

max
x∈(a,b)

2δx

) 1
2
(

max
x∈(a,b)

1

2δx

)
=

(
b2

2
− a2

2

) 1
2

(2δb)
1
2

(
1

2δa

)
=

(b2 − a2)
1
2

2

(
b

1
2

δ
1
2 a

)
< 1.

There are a variety of choices for a, b, δ that satisfy this restriction. Indeed, take for example, a = 1, then for
b < (−1+

√
17)/2, we have that there exist δ > 0 that satisfy the restriction above as well as δ < m(Ω) = b−a.

Notice that if instead, we let µ(x, y) = y, we have a slightly different restriction since:

‖γ‖1/2L∞(Rn)‖λ‖
1/2
L∞(Rn)

∥∥∥∥1

λ

∥∥∥∥
L∞(Ω∪Γ )

=

(
max

y∈(x−δ,x+δ)

ˆ b

a

|y|dx

) 1
2
(

max
x∈(a,b)

ˆ x+δ

x−δ
|y|dy

) 1
2
(

max
x∈(a,b)

1´ x+δ
x−δ |y|dy

)

=

(
max

y∈(x−δ,x+δ)
(y(b− a))

) 1
2
(

max
x∈(a,b)

δx

) 1
2
(

max
x∈(a,b)

1

δx

)
= ((x+ δ)(b− a))

1
2 (δb)

1
2

(
1

δa

)
= ((x+ δ)(b− a))

1
2

(
b

1
2

δ
1
2 a

)
< 1,

where a 6= 0. The restriction above must hold for all x ∈ (a, b), so we impose

((b+ δ)(b− a))
1
2

(
b

1
2

δ
1
2 a

)
< 1,

or equivalently,
b3 − ab2 < δ(ab+ a2 − b2). (3.11)

Notice that since the left hand side is always positive, we need ab+a2−b2 > 0, which implies a < b < 1+
√
5

2 a,
thus severely restricting the length of the interval (a, b). Additionally, by letting b = αa for α > 1, then

(3.11) becomes δ > aα3(α−1)
α+1−α2 . A simple calculation shows that this inequality implies δ > a(α− 1), which is

the length of (a, b). Thus, no δ exists such that δ < b− a, so the collar size exceeds the size of the domain,
a similar restriction to that in Theorem 3.1.
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Theorem 3.5. Consider the nonlocal Poisson’s equation over the domain Ω ⊂ R.

{
Lµui(x) = fi(x), x ∈ Ω,
ui(x) = g(x), x ∈ Γ. (3.12)

for i = 1, 2. Let g ∈ L2(Γ ). Then, if (M3) and (M4) are satisfied and 1 > Mµasym,2CP ,

‖u2 − u1‖L2(Ω) ≤
CP

1−Mµasym,2CP
‖f2 − f1‖L2(Ω)

where CP is the Poincaré constant from [12].

Proof. Multiplying Lµ2(u2 − u1) by u2 − u1, integrating, and using the notation of (2.5) we have

ˆ
Ω

(u2(x)− u1(x))Lµ(u2 − u1)(x)dx = −
ˆ
Ω

ˆ
Ω

[Gsym(u2 − u1)]2dydx

+

ˆ
Ω

ˆ
Ω

[u2(y)− u1(y)][u2(x)− u1(x)]µasym(x, y)dydx.

By Hölder’s inequality we have

∣∣∣∣ˆ
Ω

ˆ
Ω

[u2(y)− u1(y)][u2(x)− u1(x)]µasym(x, y)dydx

∣∣∣∣
≤ ‖u2 − u1‖L2(Ω)

(ˆ
Ω

(ˆ
Ω

|u2(y)− u1(y)||µasym(x, y)|dy
)2

dx

) 1
2

≤Mµasym,2‖u2 − u1‖
2
L2(Ω).

(3.13)

For the last line, Lemma 2.1 was used and γ2,asym ∈ L∞(Ω∪Γ ) is defined by γasym(y) := ‖µasym(·, y)‖L1(Rn).

Then from nonlocal Poincaré’s inequality, we have that

‖u2 − u1‖2L2(Ω) ≤ CP ‖Gsym(u2 − u1)‖2L2(Ω) = CP

ˆ
Ω

ˆ
Ω

[Gsym(u2 − u1)]2dydx

≤
∣∣∣∣CP ˆ

Ω

ˆ
Ω

[u2(y)− u1(y)][u2(x)− u1(x)]µasym(x, y)dydx

∣∣∣∣
+

∣∣∣∣CP ˆ
Ω∪Γ

(u2(x)− u1(x))Lµ(u2 − u1)(x)dx

∣∣∣∣
≤ CPMµasym,2‖u2 − u1‖

2
L2(Ω) + CP

∣∣∣∣ˆ
Ω

(u2(x)− u1(x))Lµ(u2 − u1)(x)dx

∣∣∣∣ .
(3.14)

The second term is bounded above (using Hölder’s inequality) by CP ‖u2 − u1‖L2(Ω)‖f2 − f1‖L2(Ω).

And so

‖u2 − u1‖2L2(Ω) ≤ CPMµasym,2‖u2 − u1‖
2
L2(Ω) + CP ‖u2 − u1‖L2(Ω)‖f2 − f1‖L2(Ω).

Rearranging, we have

‖u2 − u1‖L2(Ω) ≤
CP

1−Mµasym,2CP
‖f2 − f1‖L2(Ω).
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3.2 Continuous Dependence on the Collar Term

For the continuous dependence on the collar, we only consider the energy argument. Following the “mean
value” type argument yields a condition equivalent to needing support for the kernel to be larger than both
the domain and the collar, rendering the result useless.

Corollary 3.6. Consider the nonlocal Poisson’s equation over the domain Ω ⊂ R.{
Lµui(x) = f(x), x ∈ Ω,
ui(x) = gi(x), x ∈ Γ. (3.15)

for i = 1, 2. Let g ∈ L2(Γ ). Then, if (M3) and (M4) are satisfied and 1 > Mµasym,2CP ,

‖u2 − u1‖L2(Ω∪Γ ) ≤
CP

1−Mµasym,2CP
‖Lµ(g2 − g1)‖L2(Ω∪Γ )

where CP is the Poincaré constant from [12].

Proof. We begin by considering wi = ui − gi. We extend gi by 0 to Ω, since g ∈ L2(Γ ). Then by linearity of
the nonlocal Laplacian (3.15) with the function wi is{

Lµwi = f − Lµgi, x ∈ Ω,
wi = 0, x ∈ Γ.

From here, we apply Theorem 3.3 to have

‖u2 − u1‖L2(Ω∪Γ ) ≤
CP

1−Mµasym,2CP
‖Lµg2 − Lµg1‖L2(Ω∪Γ ).

Then since the support of g is Γ , we yield

‖u2 − u1‖L2(Ω∪Γ ) ≤
CP

1−Mµasym,2CP
‖Lµ(g2 − g1)‖L2(Γ ).

Theorem 3.7. Consider the nonlocal Poisson’s equation over the domain Ω ⊂ R.{
Lµui(x) = f(x), x ∈ Ω,
ui(x) = gi(x), x ∈ Γ. (3.16)

for i = 1, 2. Then, if (M3) and (M4) are satisfied and 1 > CPMµasym,2,

‖u2 − u1‖L2(Ω) ≤ C‖g2 − g1‖L2(Γ ),

where C =
CP ‖µ‖L2(Ω×Γ )

1−CPMµasym,2
.

Proof. Define v := u1 in Ω and v := u2 in Γ . Notice that
ˆ
Ω∪Γ

(u2(x)− v(x))Lµ(u2 − v)(x)dx =

ˆ
Ω

(u2(x)− u1(x))Lµ(u2 − v)(x)dx

=

ˆ
Ω

(u2(x)− u1(x))

ˆ
Γ

(g2(y)− g1(y))µ(x, y)dydx

≤ ‖g2 − g1‖L2(Γ )‖µ‖L2(Ω×Γ )‖u2 − u1‖L2(Ω)

Multiplying Lµ2(u2 − v) by u2 − v and integrating, we have
ˆ
Ω∪Γ

(u2(x)− v(x))Lµ(u2 − v)(x)dx = −
ˆ
Ω∪Γ

ˆ
Ω∪Γ

[Gsym(u2 − v)]2dydx

+

ˆ
Ω∪Γ

ˆ
Ω∪Γ

[u2(y)− v(y)][u2(x)− v(x)]µasym(x, y)dydx.
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Here Gsym = G√µsym
. Similar to (3.13), we have

ˆ
Ω∪Γ

ˆ
Ω∪Γ

[u2(y)− v(y)][u2(x)− v(x)]µasym(x, y)dydx

≤
∣∣∣∣ˆ
Ω

ˆ
Ω

[u2(y)− u1(y)][u2(x)− u1(x)]µasym(x, y)dydx

∣∣∣∣
≤Mµasym,2‖u2 − u1‖

2
L2(Ω).

Then from nonlocal Poincaré’s inequality (since u2 − v = 0 on Γ ), we have that

‖u2 − u1‖2L2(Ω) = ‖u2 − v‖2L2(Ω)

≤ CP
ˆ
Ω

ˆ
Ω

[u2(y)− v(y)][u2(x)− v(x)]µasym(x, y)dydx+ CP

ˆ
Ω∪Γ

(u2(x)− v(x))Lµ(u2 − v)dx

(3.17)

≤ CPMµasym,2‖u2 − u1‖
2
L2(Ω) + CP ‖g2 − g1‖L2(Γ )‖µ‖L2(Ω×Γ )‖u2 − u1‖L2(Ω).

Consequently,

‖u2 − u1‖2L2(Ω) ≤ CPMµasym,2‖u2 − u1‖
2
L2(Ω) + CP ‖g2 − g1‖L2(Γ )‖µ‖L2(Ω×Γ )‖u2 − u1‖L2(Ω).

Rearranging, we have

‖u2 − u1‖L2(Ω) ≤
CP ‖µ‖L2(Ω×Γ )

1− CPMµasym,2
‖g2 − g1‖L2(Γ ).

3.3 Stability with Changes in the Kernel

Lastly we consider the stability of the solution due to perturbations of the kernel, which alters the operator
itself. From the following result, we have both the L2 and the L∞ norms.

To provide a concise statement for our next theorem, we introduce some supplementary notation.
Recall the definition for λµi in (2.2). For convenience, we will use λi = λµi . Define the normalized kernels
µ̃i ∈ L1(Rn ×Rn) by

µ̃i(x, y) :=

{
λi(x)−1µi(x, y), x ∈ Ω
0, x ∈ Rn \Ω. (3.18)

(Note that, by assumption (M3), we find λi(x) > 0 for each x ∈ Ω). We will also write

γ̃i = γµ̃i , γ̃1,2 = γµ̃2−µ̃1
, γ̃i,asym = γµ̃i,asym , and λ̃i,asym = λµ̃i,asym .

Theorem 3.8. Consider the nonlocal Poisson’s equation over the domain Ω ⊂ R.{
Lµiui(x) = f(x), x ∈ Ω,
ui(x) = g(x), x ∈ Γ. (3.19)

for i = 1, 2. Define K =
(

1
λ2
− 1
λ1

)
. Suppose that µi satisfies (M3) and (M4).

(a) If M̃2 := ‖γ̃2,asym‖L∞(Rn)‖λ̃2,asym‖L∞(Rn) < C−1
P , then

‖u2 − u1‖L2(Ω) ≤
CP

1− CP M̃2

[
2‖γ̃1,2‖L∞(Rn)‖λ̃2 − λ̃1‖L∞(Rn)‖u1‖L2(Ω∪Γ ) + ‖K‖L∞(Ω)‖f‖L2(Ω)

]
.

(b) If µi ∈ L2(Rn ×Rn) and ‖µ̃2,asym‖L2(Rn×Rn) < C−1
P , then

‖u2 − u1‖L2(Ω) ≤
CP

1− CP ‖µ̃2,asym‖L2(Rn×Rn)

[
2‖µ̃2 − µ̃1‖L2(Rn×Rn)‖u1‖L2(Ω∪Γ ) + ‖K‖L∞(Ω)‖f‖L2(Ω)

]
.
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Proof. Note K ∈ L∞(Ω) by (M4) and the normalized kernels µ̃i, i = 1, 2 satisfy (M4). First, we establish a
simple identity that follows from the Poisson equation. We can rewrite (3.19) as

ui(x) =

ˆ
Ω∪Γ

ui(y)µ̃i(x, y)dy −
f(x)

λi(x)
.

Using the definition of K, we may write

u2(x)− u1(x) =

ˆ
Ω∪Γ

u2(y)µ̃2(x, y)dy −
ˆ
Ω∪Γ

u1(y)µ̃1(x, y)dy −K(x)f(x)

=

ˆ
Ω

(u2(y)− u1(y)µ̃2(x, y)dy −
ˆ
Ω∪Γ

u1(y)(µ̃1(x, y)− µ̃2(x, y))dy −K(x)f(x).

Rearranging, we obtain
ˆ
Ω∪Γ

u1(y)(µ̃1(x, y)− µ̃2(x, y))dy =

ˆ
Ω

(u2(y)− u1(y)µ̃2(x, y)dy − (u2(x)− u1(x) +K(x)f(x))

= Lµ̃2
(u2 − u1)−K(x)f(x),

and thus

Lµ̃2
(u2 − u1)(x) =

ˆ
Ω∪Γ

u1(y)(µ̃1(x, y)− µ̃2(x, y))dy +K(x)f(x). (3.20)

We next employ the nonlocal Poincaré inequality to bound ‖u2 − u1‖L2(Ω). Multiplying Lµ̃2
(u2 − u1)

with u2 − u1 and using Lemma 2.3 produces
ˆ
Ω∪Γ

(u2(x)− u1(x))Lµ̃2
(u2 − u1)(x)dx = −

ˆ
Ω∪Γ

ˆ
Ω∪Γ

[
G̃2,sym(u2 − u1)(x)

]2
dydx

+

ˆ
Ω∪Γ

ˆ
Ω∪Γ

[u2(y)− u1(y)][u2(x)− u1(x)]µ̃2,asym(x, y)dydx.

Here we used G̃2,sym = G√
µ̃2,sym

and the fact that u2− u1 = 0 on Γ . Rearranging and using Lemma 2.5, we

obtain

‖u2 − u1‖2L2(Ω) ≤ CP ‖G̃2,sym(u2 − u1)‖2L2(Ω) = CP

ˆ
Ω

ˆ
Ω

G̃2,sym(u2 − u1)]2dydx (3.21)

= CP

ˆ
Ω

ˆ
Ω

[u2(y)− u1(y)][u2(x)− u1(x)]µ̃2,asym(x, y)dydx︸ ︷︷ ︸
=:I

− CP
ˆ
Ω

(u2(x)− u1(x))Lµ̃2
(u2 − u1)(x)dx︸ ︷︷ ︸

=:II

.

For I, Lemma 2.4(a) provides

|I| ≤ ‖γ̃2,asym‖L∞(Rn)‖λ̃2,asym‖L∞(Rn)‖u2 − u1‖
2
L2(Ω) = M̃2‖u2 − u1‖2L2(Ω), (3.22)

while Lemma 2.4(b) gives us

|I| ≤ ‖µ̃2,asym‖L2(Rn×Rn)‖u2 − u1‖
2
L2(Ω). (3.23)

Note that µ̃i ∈ L2(Rn ×Rn) by assumption (b) of the Theorem.
For II, we use (3.20) and get

|II| ≤
ˆ
Ω

ˆ
Ω∪Γ

|u2(x)− u1(x)||u1(y)||µ̃1(x, y)− µ̃2(x, y)|dydx+

ˆ
Ω

|u2(x)− u1(x)||K(x)||f(x)|dx

≤
ˆ
Ω

ˆ
Ω∪Γ

|u2(x)− u1(x)||u1(y)||µ̃1(x, y)− µ̃2(x, y)|dydx+ ‖K‖L∞(Ω)‖f‖L2(Ω)‖u2 − u1‖L2(Ω).

Similarly Lemma 2.4 yields either

|II| ≤ ‖γ̃1,2‖L∞(Rn)‖λ̃2− λ̃1‖L∞(Rn)‖u1‖L2(Ω∪Γ )‖u2−u1‖L2(Ω) + ‖K‖L∞(Ω)‖f‖L2(Ω)‖u2−u1‖L2(Ω) (3.24)
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or

|II| ≤ ‖µ̃2 − µ̃1‖L2(Rn×Rn)‖u1‖L2(Ω∪Γ )‖u2 − u1‖L2(Ω) + ‖K‖L∞(Ω)‖f‖L2(Ω)‖u2 − u1‖L2(Ω). (3.25)

Finally, we now combine the bounds for I and II to conclude the proof. Assuming M̃2 < C−1
P , we may

absorb the bound for |I| given by (3.22) into the lower bound in (3.21). Then using (3.24), we get

‖u2 − u1‖2L2(Ω) ≤
CP

1− CP M̃2

[
‖γ̃1,2‖L∞(Rn)‖λ̃2 − λ̃1‖L∞(Rn)‖u1‖L2(Ω∪Γ )‖u2 − u1‖L2(Ω)

+ ‖K‖L∞(Ω)‖f‖L2(Ω)‖u2 − u1‖L2(Ω)

]
.

The part (a) of the theorem follows upon dividing both sides of the inequality by ‖u2 − u1‖L2(Ω). The
argument for part (b) is similar, using (3.23) and (3.25).

Remark 3.9. As a consequence of Theorem 3.8 we can extract the dependence of nonlocal solutions on
different features of the kernel, such as the size of the support of interaction and degree of (integrable)
singularity. Let µ1, µ2 be symmetric kernels with support in Bδ1(x), respectively in Bδ2(x), and such that

0 < m1 < ‖µi‖L1(Bδi )
< m2 <∞, i = 1, 2.

Then

‖u2 − u1‖L2(Ω) ≤ CP
[
2‖µ̃2 − µ̃1‖L2(Rn×Rn)‖u1‖L2(Ω∪Γ ) + ‖K‖L∞(Ω)‖f‖L2(Ω)

]
= C‖µ2‖µ1‖L1(Bδ1 )

− µ1‖µ2 ‖L1(Bδ2 )
‖L2(Rn×Rn))‖µ1‖

−1
L1(Bδ1 )

‖µ2‖−1
L1(Bδ2 )

+ C
∣∣∣‖µ1‖L1(Bδ1 )

− ‖µ2‖L1(Bδ2 )

∣∣∣ ‖µ1‖−1
L1(Bδ1 )

‖µ1‖−1
L1(Bδ1 )

,

where C depends on the Poincaré constant, u1 and f . It can be easily shown that if the kernels are simply
the characteristic functions of the balls of radii δ1, respectively δ2, (i.e. µ1(x, y) = χBδ1 (x − y), µ2(x, y) =
χBδ2 (x− y)), then one can show that for horizons δ1, δ2 bounded below (m < δ1 < δ2, for some m > 0) we
have

‖u2 − u1‖L2(Ω) ≤ C(m)|δ2 − δ1|.

The results of [7, Section 3, Prop. 3.2] also prescribe that solutions have a Lipschitz variation with respect
to the size of δ.

4 Continuous Dependence of the Nonlocal Boundary Value Problem in the Nonlinear Setting

We consider two different instances of nonlinearities in terms of continuous dependence. The first is a
direct result of Theorem 3.1 and includes nonlinearites inside the nonlocal Laplacian and yields continuous
dependence on the forcing term.

Corollary 4.1. Consider the problem
ˆ
Ω∪Γ

(h(ui(y))− h(ui(x)))µ(x, y)dy = fi(x), x ∈ Ω,

ui(x) = g(x), x ∈ Γ.
(4.1)

for i = 1, 2, where the nonlinearity h satisfies that |z2− z1| ≤ C|h(z2)−h(z1)|. Let r ≥ 1. Let γµ, λµ ∈ L∞(Rn),

we have

‖u1 − u2‖Lr < C‖f1 − f2‖Lr .

The constant C above is given by

C :=
‖ 1λ‖L∞(Ω∪Γ )

1−Mµ,r‖ 1λ‖L∞(Ω∪Γ )

. (4.2)
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Proof. Let h satisfy that |z2 − z1| ≤ |h(z2)− h(z1)| and define vi := h(ui). Then we are instead considering
the problem 

ˆ
Ω∪Γ

(vi(y)− vi(x))µ(x, y)dy = fi(x), x ∈ Ω,

vi(x) = h(g(x)), x ∈ Γ.
(4.3)

for i = 1, 2. Using Theorem 3.3, we then have

‖v2 − v1‖Lr(Ω) ≤ C‖f2 − f1‖Lr(Ω).

And so, since ‖u2 − u1‖L2p ≤ ‖h(u2)− h(u1)‖L2p , we have that

‖u2 − u1‖Lr(Ω) ≤ C‖f2 − f1‖Lr(Ω).

Corollary 4.2. Consider the problem
ˆ
Ω∪Γ

(h(ui(y))− h(ui(x)))µ(x, y)dy = fi(x), x ∈ Ω,

ui(x) = g(x), x ∈ Γ.
(4.4)

for i = 1, 2, where the nonlinearity h satisfies that |z2 − z1| ≤ C|h(z2) − h(z1)|. Let g ∈ L2(Γ ). Then, if (M3)

and (M4) are satisfied and 1 > Mµasym,2CP ,

‖u2 − u1‖L2(Ω) ≤
CP

1−Mµasym,2CP
‖f2 − f1‖L2(Ω),

where CP is the Poincaré constant from [12].

Proof. Let h satisfy that |z2 − z1| ≤ |h(z2)− h(z1)| and define vi := h(ui). Then we are instead considering
the problem 

ˆ
Ω∪Γ

(vi(y)− vi(x))µ(x, y)dy = fi(x), x ∈ Ω,

vi(x) = h(g(x)), x ∈ Γ.
(4.5)

for i = 1, 2. Using the above Theorem 3.5, we then have

‖v2 − v1‖L2(Ω) ≤ CP ‖f2 − f1‖L2(Ω).

And so, since ‖u2 − u1‖L2p ≤ ‖h(u2)− h(u1)‖L2p , we have that

‖u2 − u1‖L2p(Ω) ≤ CP ‖f2 − f1‖L2p(Ω).

Example 4.3. Consider the following nonlocal boundary value problem:
ˆ
(−δ,1+δ)

(sin(u(y))− sin(u(x)))µ(x, y)dy = fi(x), x ∈ Ω,

ui(x) = g(x), x ∈ Γ.
(4.6)

From Corollaries 4.1 and 4.2, we know that

‖u1 − u2‖Lr < C‖f1 − f2‖Lr .

The constant C above is given by

C :=
‖ 1λ‖L∞(Ω∪Γ )

1−Mµ,r‖ 1λ‖L∞(Ω∪Γ )

or if (M3) and (M4) are satisfied and 1 > Mµasym,2CP ,

‖u2 − u1‖L2(Ω) ≤
CP

1−Mµasym,2CP
‖f2 − f1‖L2(Ω)

where CP is the Poincaré constant from [12].
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In the following we will study continuous dependence of solutions on the profiles of nonlinearities
appearing in the forcing term.

Theorem 4.4. Consider the nonlocal systems{
Lµui(x) = fi(x, ui(x)), x ∈ Ω,
ui(x) = g(x), x ∈ Γ. (4.7)

for i = 1, 2, where f1, f2 are Lipschitz in u, i.e. there exist L1, L2 > 0 such that

|fi(x, u)− fi(x, v)| ≤ Li(x)|u− v|, x, u, v ∈ R.

Then if (M3) and (M4) are satisfied and 1 −Mµasym,2CP − L1CP > 0, where CP is the Poincaré constant and

where L1(x) is the Lipschitz constant associated with f1 with respect to the first argument and L1 = ‖L1‖L1(Ω).

‖u2 − u1‖L2(Ω) ≤ C‖f2 − f1‖L∞(Ω×R)

where C = CP
1−Mµasym,2CP−L1CP

.

Proof. From Theorem 3.5, we have that

‖u2 − u1‖L2(Ω) ≤
CP

1−Mµasym,2CP
‖f2(·, u2(·))− f1(·, u1(·))‖L2(Ω).

Using the boundedness of f1, f2 we have

‖f2(·, u2(·))− f1(·, u1(·))‖L2(Ω) ≤ ‖f2(·, u2(·))− f1(·, u2(·))‖L2(Ω) + ‖f1(·, u2(·))− f1(·, u1(·))‖L2(Ω)

≤ ‖f2 − f1‖L∞(Ω,R) + ‖f1(·, u2(·))− f1(·, u1(·))‖L2(Ω).

Since f1 is Lipschitz in u, we have

‖f2(·, u2(·))− f1(·, u1(·))‖L2(Ω) ≤ ‖f2 − f1‖L∞(Ω,R) + ‖L1(·)(u2(·)− u1(·))‖L2(Ω)

≤ ‖f2 − f1‖L∞(Ω,R) + L1‖u2 − u1‖L2(Ω).

Hence

‖u2 − u1‖L2(Ω) ≤
CP

1−Mµasym,2CP

(
‖f2 − f1‖L∞(Ω,R) + L1‖u2 − u1‖L2(Ω)

)
,

or

‖u2 − u1‖L2(Ω) ≤
CP

1−Mµasym,2CP − L1CP
‖f2 − f1‖L∞(Ω,R).

Since 1 −Mµasym,2CP − L1CP > 0, the conclusion giving sensitivity of solutions with respect to forcing
follows.

5 Numerical Results

In this section we numerically solve

ˆ x+δ

x−δ
(u(y)− u(x))µ(x, y) dy = f(x) x ∈ Ω

u(x) = g(x) x ∈ Γ

(5.1a)

(5.1b)

to illustrate the bounds presented thus far. The domain Ω is chosen to be (0, 1), so that Ω ∪ Γ for all
examples is (−δ, 1 + δ). All numerical results are computed using the discontinuous Galerkin discretizaton
described in [8] and using a uniform mesh spacing of h = 1/200.
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(a) (b)

ε ‖fε − f0‖L2 ‖uε − u0‖L2
‖uε−u0‖L2

‖fε−f0‖L2

1.0 1.95421 0.0385269 0.019715
2.0 1.98031 0.0150158 0.0075826
3.0 1.99662 0.013236 0.0066292
4.0 1.98945 0.015445 0.0077636

(c)

Fig. 1: Numerical results for the example of §5.1.1. (a): Solutions uε(x) over (−δ, 1 + δ) for various ε

using the piecewise sinusoidal forcing function (5.3). (b): A zoom in to show the discontinuity at x = 0.5.
(c): Numerical evaluation of the terms in (5.2) for various ε. For these particular examples the ratio in the
rightmost column in the table is less than 9/8, the Poincaré constant in (5.2), showing that (5.2) is satisfied.

5.1 Sensitivity with respect to perturbations in the forcing term

We explore how perturbations to the the right-hand side f(x) perturb the solution. Given the ability of
nonlocal methods to handle discontinuous solutions, we consider two separate forcing functions that will
produce discontinuous solutions. From Theorem 3.5, we know that if 1 > Mµasym,2 CP , then

‖u2 − u1‖L2(Ω) ≤
CP

1−Mµasym,2CP
‖f2 − f1‖L2(Ω),

where CP is the Poincaré constant from Lemma 2.5. If we select a symmetric kernel, then Mµasym,2 = 0 and
the above inequality reduces to

‖u2 − u1‖L2(Ω) ≤ CP ‖f2 − f1‖L2(Ω). (5.2)

For both of the following cases, as in Remark 2.6, we let µδ ≡ 3δ−3 on Bδ(x), so CP = 9
8 for all δ > 0. We

will compute the norms in (5.2) and verify that it is satisfied numerically for these specific examples.

5.1.1 Discontinuous forcing sinusoidal perturbation

In this example δ = 0.2, the collar conditions are g(x) = x3 in (−δ, 0) and g(x) = x4 in (1, 1 + δ), and the
forcing function is

fε(x) =

{
6x+ 4 sin(20εx) x ≤ 0.5

12x2 x > 0.5.
(5.3)

We study the sensitivity of the solutions on the forcing term by varying the parameter ε. Note that fε=0(x)
is continuous, but fε(x) is not continuous for ε > 0. In this example a discontinuity in the forcing function
is sufficient to force a discontinuity in the solution. In Figure 1a, we plot uε(x) for various ε, and in Table
1c we show numerically that (5.2) is satisfied for this example.
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(a) (b)

ε ‖fε − f0‖L2 ‖uε − u0‖L2
‖uε−u0‖L2

‖fε−f0‖L2

0.1 0.194463 0.00333435 0.0171464
0.3 0.274272 0.00705121 0.0257089
0.3 0.326465 0.00937336 0.0287117
0.4 0.360981 0.0108048 0.0299318

(c)

Fig. 2: Numerical results for the example of §5.1.2. (a): Solutions uε(x) over (−δ, 1 + δ) for various ε using
the sigmoid forcing function (5.4). (b): A zoom in to show the discontinuity at x = 0.5. (c): Numerical
evaluation of the terms in (5.2) for various ε. For these particular examples the ratio in the rightmost
column in the table is less than 9/8, the Poincaré constant in (5.2), showing that (5.2) is satisfied.

5.1.2 Sigmoid Forcing

In this example δ = 0.2, the collar conditions are g(x) = x− 0.5 in (−δ, 0) and g(x) = (x−0.5)2

2 in (1, 1 + δ),
and the forcing function is

fε(x) =
e
x−0.5
ε

1 + e
x−0.5
ε

. (5.4)

We study the sensitivity of the solutions on the forcing term by varying the parameter ε. Note that fε=0(x)
is discontinuous, but fε(x) is continuous for ε > 0. In Figure 2a, we plot uε(x) for various ε, and in Table
2c we show numerically that (5.2) is satisfied for this example.

5.2 Sensitivity with respect to perturbations in the boundary data

From Theorem 3.7, we know that if 1 > Mµasym,2 CP , then

‖u2 − u1‖L2(Ω) ≤
CP ‖µ‖L2(Ω×Γ )

1− CPMµasym,2
‖g2 − g1‖L2(Γ ), (5.5)

where CP is the Poincaré constant from [12]. If we select symmetric kernels, Mµasym,2 = 0, then the above
inequality reduces to

‖u2 − u1‖L2(Ω) ≤ CP ‖µ‖L2(Ω×Γ )‖g2 − g1‖L2(Γ ). (5.6)

Let µ(x, y) ≡ 3δ−3 on Bδ(x) so that CP = 9
8 for all δ > 0 as in Remark 2.6. We observe that ‖µ‖L2(Ω×Γ ) =

6δ−2. We chose the horizon δ = 0.1, which means CP ‖µ‖L2 , our constant of proportionality, becomes 675.
With the forcing given by f(x) = 12x2, we vary parameter ε > 0 and consider the collar data

gε(x) =

{
1, x ∈ (−δ,−ε)
x4, x ∈ [−ε, 0) ∪ (1, 1 + δ)

. (5.7)
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(a)

ε ‖gε − gδ‖L2 ‖uε − uδ‖L2
‖uε−uδ‖L2

‖gε−gδ‖L2

0.075 0.158104 0.160571 1.0156
0.05 0.223598 0.253197 1.13237
0.025 0.273854 0.400205 1.46138

0 0.316221 0.65106 2.05887

(b)

Fig. 3: Numerical results for the example of §5.2. (a): Solutions uε(x) over (−δ, 1 + δ) for various ε using
the collar given by (5.7). (b): Numerical evaluation of the terms in (5.6) for various ε. For these particular
examples the ratio in the rightmost column in the table is less than 675, showing that (5.6) is satisfied.

If ε = δ or ε = 0 then gε=δ(x) and gε=0(x) are continuous, but otherwise gε(x) is discontinuous. We illustrate
the sensitivity of the solutions on the boundary data by varying the parameter ε. In Figure 3a, we plot
uε(x) for various ε, and in Table 3b we show numerically that (5.6) is satisfied for this example.

5.3 Sensitivity with respect to perturbations in the kernel

Recalling Theorem 3.8, it was proven that the analytical bound for perturbations in the kernel is

‖u2 − u1‖2L2(Ω) ≤
CP

1− CP ‖µ̃2,asym‖L2(Ω×Ω)

(
‖u1‖L2(Ω)‖µ̃2 − µ̃1‖L2(Ω×Ω) + ‖K‖L∞(Rn)‖f‖L2(Ω)

)
, (5.8)

where M =
∣∣∣ 1
‖µ2‖L1

− 1
‖µ1‖L1

∣∣∣ and µ̃i = µi
‖µi‖L1(Ω∪Γ )

. Note that if we allow only symmetric kernels, our

bound becomes

‖u2 − u1‖2L2(Ω) ≤ CP
(
‖u1‖L2(Ω)‖µ̃2 − µ̃1‖L2(Ω×Ω) + ‖K‖L∞(Rn)‖f‖L2(Ω)

)
. (5.9)

5.3.1 Sensitivity with respect to singularity in the kernel

We study the sensitivity of the solutions upon the the kernel µε(x, y) = 3−ε
δ3−ε
|x− y|−ε as we vary ε ≥ 0. We

choose the horizon δ = 0.2 > 0, let the forcing function be given by f(x) = 12x2, and the collar conditions
be given by g(x) = x4. We solve numerically for several values of the parameter ε and compare them as
perturbation to the solution computed using the constant kernel (i.e., ε = 0). The numerical solutions
for this case are unremarkable, so we show only the tabular data in Table 1, demonstrating that (5.9) is
satisfied for this example. Here CP = 2−1(2− ε)ε−2(3− ε)2−ε.

5.3.2 Heterogeneous kernel in x

Next we consider a heterogeneous kernel. For varying parameter ε ≥ 0 and given horizon δ = 0.2, let the
forcing be given by f(x) = 12x2, and the collar data be given by g(x) = x4. We consider the kernel

µ(x, y) :=

{
1
δ3 (4− x)exyε |y − x| ≤ δ
0, otherwise.

(5.10)
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ε CP B ‖uε − u0‖L2
‖uε−u0‖L2

B
0.2 1.1076 0.117579 0.000215331 0.00120516
0.4 1.0873 0.300229 0.000447169 0.000987976
0.6 1.0634 0.618071 0.000697213 0.000756179
0.8 1.0348 1.00269 0.000967517 0.000651402

Table 1: Numerical results for the example of §5.3.1. Numerical evaluation of the terms in (5.9) for various
ε, where we have defined B := 2‖u0‖L2(Ω)‖µ̃2 − µ̃1‖L2(Ω×Ω) + ‖K‖L∞(Rn)‖f‖L2(Ω). For these particular
examples the ratio in the rightmost column in the table is less than the Poincaré constant given in the
second column.

(a)

ε CP
1−CP ‖µ̃ε,asym‖L2(Rn×Rn)

‖µ̃ε − µ̃0‖L1(Rn) K‖f‖L2(Ω) ‖uε − u0‖L2
‖uε−u0‖L2

B

0.2 0.102950 0.0105405 93.7685 0.0369836 0.00039434
0.3 0.0908265 0.0210802 197.5639 0.0724964 0.00036694
0.4 0.0801798 0.0316185 312.4746 0.106577 0.00034106
0.5 0.0708216 0.0421549 439.7065 0.139266 0.00031671

(b)

Fig. 4: Numerical results for the example of §5.3.2. (a): Solutions uε(x) over (−δ, 1 + δ) for various ε found
by varying ε in (5.10). (b)Numerical evaluation of the terms in (5.8) for various ε, where we have defined
B := ‖u1‖L2(Ω)‖µ̃2 − µ̃1‖L2(Ω×Ω) + ‖K‖L∞(Rn)‖f‖L2(Ω). For these particular examples the ratio in the
rightmost column is less than the ratio in the second column, demonstrating that (5.8) is satisfied for this
example.

As this kernel is nonsymmetric, we must compute the terms in (5.8). We can compute analytically that
‖f‖L2(Ω) ≈ 5.3666. We define the unperturbed solution u1 as the solution computed when ε = 0.1, and
compute numerically that ‖u1‖L2(Ω∪Γ ) ≈ 0.38937. In Figure 4a, we plot uε(x) for various ε, and in Table
4b we show numerically that (5.8) is satisfied for this example.

5.3.3 Spatially Discontinuous Domain

We consider a problem where the material in the region Ξ := (0.5−ε, 0.5+ε) has been removed from Ω, but
where 2ε < δ = 0.2, so that the remaining material is still self-connected. This can be realized by removing
all bonds between Ω and Ξ, which manifests as a spatially heterogeneous kernel. We study the sensitivity
of the solution based on the size of the region removed. We utilize the kernel µ(x, y) = 3δ−3, except in the
noted regions where bonds have been removed. We choose a forcing function f(x) = 0 so that ‖f‖L2(Ω) = 0
and let g(x) = x. When ε = 0, we have continuity and ‖u0‖L2(Ω) = 0.57735.

If we consider this problem as instance of a 1D nonlocal elastic bar where a portion of the bar has been
excised, the region near the excised portion will have a reduced density of bonds, which will manifest as
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(a) (b)

ε ‖µ̃ε − µ̃0‖L2(Rn) ‖u2‖L2(Ω∪Γ ) ‖uε − u0‖L2

‖uε−u0‖2L2

B
0.01 0.125 0.576929 0.0715597 0.03550
0.02 0.25 0.577764 0.102999 0.0367
0.03 0.375 0.580346 0.129405 0.0385
0.04 0.5 0.585365 0.154908 0.0410

(c)

Fig. 5: Numerical results for the example of §5.3.3. (a): Solutions uδ(x) over (−δ, 1 + δ) for various ε

found by varying the size of the discontinuity in (5.1). (b): A zoom in to show the differences between
the solutions. (c): Numerical evaluation of the terms in (5.11) for various δ, where we have defined B :=
2‖u2‖L2(Ω∪Γ )‖µ̃2 − µ̃1‖L2(Rn×Rn). For these particular examples the ratio in the rightmost column in the
table is less than 9/8, the Poincare constant in (5.11), showing that (5.11) is satisfied.

a locally reduced stiffness. Inspecting Figure 5a, we see that the more material that is removed (i.e., the
larger the value of ε) the steeper the slope of the displacement for the remaining material around x = 0.5,
which is consistent with a reduced stiffness in that region.

Note from Theorem 3.8 we have if µi ∈ L2(Rn ×Rn) and ‖µ̃1,asym‖L2(Rn×Rn) < C−1
P , then

‖u2 − u1‖2L2(Ω) ≤
CP

1− CP ‖µ̃1,asym‖L2(Rn×Rn)

[
‖µ̃2 − µ̃1‖L2(Rn×Rn)‖u2‖L2(Ω∪Γ ) + ‖K‖L∞(Ω)‖f‖L2(Ω)

]
.

If we let µ1 = µε=0 = 3δ−3 (with no bonds removed), we satisfy the restriction as µ1,asym = 0. Further,
since f = 0, we have the bound

‖u2 − u1‖2L2(Ω) ≤ CP ‖u2‖L2(Ω∪Γ )‖µ̃2 − µ̃1‖L2(Rn×Rn). (5.11)

5.4 Nonlinear Forcing

We consider a nonlinear variation of (5.1) with right-hand side

fη,θ(x, u) = 2
η arctanu+ θ

x2 + 1
, (5.12)

parameterized by η, θ > 0, and study the sensitivity of solutions to perturbations of these parameters.
This is a slightly altered variation of the example from [15, Section 5.1], for which well-posedness and
regularity of solution follow with simple alterations from the arguments presented in [15]. We choose the
kernel µ(x, y) = 3δ−3, let δ = 0.2, and set the collar condition g(x) = 0.
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(a) (b)

η2 ‖fη2 − fη1‖L∞ ‖uη2 − uη1‖L2
‖uη2−uη1‖L2

‖fη2−fη1‖L∞
1.0 3.14159 0.0159504 0.00507719
2.0 6.28319 0.0291401 0.00463779
3.0 9.42478 0.0402251 0.00426802
4.0 12.5664 0.0496702 0.00395263

(c)

θ ‖fθ2 − fθ1‖L∞ ‖uθ2 − uθ1‖L2
‖uθ2−uθ1‖L2

‖fθ2−fθ1‖L∞
4.5 0.5 0.0829955 0.165991
4.0 1 0.165959 0.165959
3.5 1.5 0.248893 0.165928
3.0 2 0.331797 0.165899

(d)

Fig. 6: Numerical results for the examples of §5.4.1 and §5.4.2. (a): Solutions uη(x) over (−δ, 1 + δ) for
various η using the nonlinear forcing function (5.12). (b): Solutions uθ(x) over (−δ, 1+δ) for various θ using
the nonlinear forcing function (5.12). (c): Numerical evaluation of the terms in (5.13) for various η. (d):
Numerical evaluation of the terms in (5.13) for various θ.

5.4.1 Sensitivity to perturbations in η

In this example we fix θ = 1 and consider perturbations in the solution by varying η. We denote η1 = 0 as
the unperturbed solution (i.e., uη1(x) denotes the solution for η = 0). From Theorem 4.4, we know that a
change in the nonlinearity induces a variation in the solution with a bound given by

‖u2 − u1‖L2(Ω∪Γ ) ≤ C‖f2 − f1‖L∞(Ω∪Γ ), (5.13)

where C =
CP

1−M1M2CP ‖γasym‖L∞(Ω) − CPL2
. Since µ(x, y) is symmetric, the constant reduces to C =

CP
1− CPL1

. The condition C−1
P > L1 = 2η1 = 0 (η1 = 0 removes the nonlinearity in the right-hand-side)

is clearly satisfied and so C = CP . In Figure 6a we plot solutions for various η, and in Table 6c we show
numerically that (5.13) is satisfied for this example.

5.4.2 Sensitivity to perturbations in θ

In this example we fix η = 1/9, and consider perturbations in the solution by varying θ. We denote θ1 = 5
as the unperturbed solution (i.e., uθ1(x) denotes the solution for θ = 5). Referring again to the bound

(5.13), since µ(x, y) is symmetric, the constant in this example reduces to C =
CP

1− CPL1
. The condition

C−1
P > L1 = 2η1 = 2/9, and thus C = 3/2. In Figure 6b we plot solutions for various θ, and in Table 6d we

show numerically that (5.13) is satisfied for this example.

5.4.3 An exponential kernel

The magnitude of the constant C in bounds of the form (5.13) depends on the conditioning of the operator,
which depends strongly on the choice of kernel. In this example we repeat the analysis of §5.4.1 and §5.4.2
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(a) (b)

η2 ‖fη2 − fη1‖L∞ ‖uη2 − uη1‖L2
‖uη2−uη1‖L2

‖fη2−fη1‖L∞
0.1 0.314159 15.6436 49.7952
0.2 0.628319 31.2032 49.6615
0.3 0.942478 46.6088 49.4534
0.4 1.25664 61.69 49.0913

(c)

θ ‖fθ2 − fθ1‖L∞ ‖uθ2 − uθ2‖L2
‖uθ2−uθ1‖L2

‖fθ2−fθ1‖L∞
0.9 0.00505439 0.254709 50.3935
0.8 0.00954429 0.48097 50.3935
0.7 0.0135794 0.684312 50.3935
0.6 0.0172518 0.869377 50.3935

(d)

Fig. 7: Numerical results for the example of §5.4.3. This example uses the exponential kernel of (5.14);
compare against solutions using a constant kernel in Figure 6. (a): Solutions uη(x) over (−δ, 1 + δ) for
various η using the nonlinear forcing function (5.12) with the exponential kernel. (b): Solutions uθ(x)
over (−δ, 1 + δ) for various θ using the nonlinear forcing function (5.12) with the exponential kernel. (c):
Numerical evaluation of the terms in (5.13) for various η. (d): Numerical evaluation of the terms in (5.13)
for various θ.

with the kernel

µ(x, y) =

{
cδe
−(x−y)2 , |x− y| < δ

0, |x− y| ≥ δ,
(5.14)

where cδ is chosen such that ‖µ‖L1(R) = 1. Results are shown in Figure 7. Specifically, observe the magnitude
of the solution in Figures 7a and 7b is substantially greater than in Figures 6a and 6a, which is consistent
with the rightmost columns in Tables 7c and 7d being substantially larger than the rightmost columns of
Tables 6c and 6d.

6 Conclusions and Future Work

The results proven show explicit dependence of solutions to linear and nonlinear nonlocal systems with
respect to forcing terms (including nonlinear Lipschitz forcing), Dirichlet boundary conditions, and different
choices for kernels. In the case of heterogeneous kernels, additional restrictions are needed in order to
accommodate the explicit dependence on space variables.

The numerical studies validate the theoretical bounds, which are based on upper bounds for the Poincaré
constant. The simulations, however, seem to suggest that the theoretical bounds obtained for the sensitivity
results are not optimal, hinting at an open research direction.

Extensions of the theoretical results to a linear vector-valued setting is possible. A key component of
the continuous dependence results is a Poincaré-type inequality (see (3.14),(3.17), and (3.21)). In the linear
state-based peridynamics setting [30], for example, this can be provided by the Poincaré-Korn inequality
in [20]. With this inequality, straightforward analogues of Theorems 3.5 and 3.8 can be established. Theo-
retical studies in the fully nonlinear vectorial case are notoriously difficult, as formation of singularities/lack
of regularity and inextricably mixing of the system components beset the analysis of these problems with
major obstacles [13,22]. Generalizations of the numerical work is a nontrivial undertaking and the subject
of future work, as analysis of these properties for 3D solid mechanics is in general quite difficult. In the
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nonlinear setting, without very restrictive assumptions, there are substantial obstacles. In the classical case,
a rich literature exists [5].

Future work will also consider Neumann (or flux-type), as well as mixed-type (possibly nonlinear)
boundary conditions are an expected future step in understanding the effect that data imposed on collar
(however small) may have on solutions. Finally, we are exploring stability results for higher-order systems,
in particular, involving a nonlocal biharmonic operator.
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